
1

The ESnet6 Project
Kate Mace
ESnet6 Project Director 
ESnet Network Engineering Group Lead
Lawrence Berkeley National Laboratory



2

The ESnet User Facility:
Data-circulatory system for all 28 SC facilities 

Energy Sciences Network (ESnet)

Argonne Leadership Computing 

Facility (ALCF)

Oak Ridge Leadership Computing 

Facility (OLCF)

National Energy Research Scientific  

Computing Center (NERSC)

ASCR High End Computing 
(HEC)

ASCR High Performance 
Scientific Network

National Spherical Torus Experiment 

- Upgrade (NSTX-U)

DIII-D National Fusion Facility (DIII-

D)

FES

Facility for Advanced Accelerator 

Experimental Tests (FACET)
Fermilab Accelerator Complex Accelerator Test Facility (ATF)

HEP

BER

Joint Genome Institute (JGI)
Environmental Molecular Sciences 

Laboratory (EMSL)

Atmospheric Radiation Measurement 

(ARM) user facility

Advanced Photon Source (APS) Linac Coherent Light Source (LCLS)
Stanford Synchrotron Radiation Light 

Source (SSRL)
Advanced Light Source (ALS)

National Synchrotron Light Source II 

(NSLS-II)

Center for Functional Nanomaterials 

(CFN)

Center for Integrated 

Nanotechnologies (CINT)
The Molecular Foundry (TMF)

Center for Nanophase Materials 

Sciences (CNMS)

Center for Nanoscale Materials 

(CNM)

Spallation Neutron Source (SNS) High Flux Isotope Reactor (HFIR)

BES X-Ray Light Sources

BES Nanoscale Science Research Centers (NSRCs)

BES Neutron Scattering Facilities

Relativistic Heavy Ion Collider (RHIC)

NP

Argonne Tandem Linac Accelerator 

System (ATLAS)

Continuous Electron Bean 

Accelerator Facility (CEBAF)

Facility for Rare Isotope Beams 

(FRIB)
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Scientific progress will be 
completely unconstrained 
by the physical location of 
instruments, people, 
computational resources, 
or data.  

Mission network

Vision:
Accelerate Scientific Discovery 
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Network traffic growing exponentially 60% yearly since 1990
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The Project Scope and Timeline
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ESnet6 Project Scope

Manage Exponential 
Data Growth

• Cost-effective design

• 5 - 7 years operation

• Just-in-time capacity

Increase resiliency 
and reliability

• Scientific progress 
impeded by lack of 
network availability

• Protect against malicious 
behavior

Lay foundation to 
handle future 
science workflows 

• Enable custom science 
workflows and services

• Allow integration of new 
technologies
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ESnet6 KPPs
Description Threshold KPPs Objective KPPs

1. 
Network Backbone: Deliver a new Tb-scale ESnet6 

networking backbone with at least 2X the capability of 

ESnet5 that can deliver sufficient data movement capacity 

for the next 7-10 years

T1a.
Installed and commissioned new optical equipment to support 

wave transmission on 40 fiber segments

O1a.
Installed and commissioned new optical equipment to 

support wave transmission on at least 52 fiber segments

T1b.
Deployed and commissioned 15.5 Tbps of network capacity 

on the backbone

O1b.
Deployed and commissioned at least 20.6 Tbps of network 

capacity on the backbone

T1c.
Installed and commissioned new routing equipment at the 

Network Backbone Hub Locations

O1c.
Installed and commissioned new routing equipment at the 

Network Backbone Hub Locations and Connected Sites

2. 
Automation: Using an integrated network orchestration 

platform, commission automated provisioning and 

monitoring of network operations and security services

T2a.
Deployed automated provisioning of one network service

O2a.
Deployed automated provisioning of two or more network 

services

T2b.
and one security service

O2b.
and two or more security services

3. 
Programmable Network Flexibility: Design and 

implement a highly programmable data plane for 

development and deployment of innovative science data 

services

T3.
Demonstrated one service using a programmable data plane 

(i.e., high-touch service), at two sites

O3.
Deployed one or more services using a programmable data 

plane (i.e., high-touch services), among more than two sites
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CD 4 IPR

ESnet6 Project: Six years from concept to done

CY2017 CY2018 CY2019 CY2020 CY2021 CY2022

R&D

Architecture

Review

Conceptual

Architecture

Selection

Optical Core Build

ESnet5.5

Service Starts

Optical Build Substantially Complete

ESnet5 Optical Decom Starts

Forecast 

Early 

Finish

Packet & Low 

Touch Build HighTouch Build

ESnet5 Packet

Decom Starts

Conceptual 

Design Review

CD 1/3a IPR

Final

Design 

Review

R&D and Design

ESnet6

Service Starts

CY2023

Project delays due to COVID

CD 2/3 IPR

Threshold KPP 

Achievement

CD 4 ESAAB 

Approval

CD 0
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Enough base capacity and ability to cost-effectively add more provides unconstrained access 
to data, no matter how big or distributed

ESnet6 lays the foundation for future of data-intensive DOE science

● 15,000 miles of fiber across the continental US

● 300 leased colocation spaces installed with ESnet
optical equipment

● > 46.1 Tbps aggregate capacity deployed 

● 400Gbps - 1 Tbps services available

● New fiber spans acquired to increase reliability and 
reduce latency

SEAT

BOIS

SALT

SACR

LBNL50

LBNL59

SLAC50N

SLAC50S

EQXSV5

SNLACA

LLNL

SUNN

LOSA

LASV

SAND

DENV KANS

ELPA

HOUS

EQXDA3

ALBQ

CHIC

EQXCH2
FNALGCC

FNALFCC

ANL221

ANL541B STAR

BOST

NEWY118TH

EQXDC4

WASH

NASH

CHAT

ATLA

NEWY32AOA

BNL515

BNL515B LOND

AMST

CERN513

CERN773

100-200G
400-500G
600-700G
800-900G
1TB+
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Performance Management Approach
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Integrated Project Team (IPT)

IPT leveraged 

key expertise 

across DOE and 

LBNL to help 

discuss and 

resolve issues 

quickly and 

efficiently.
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ESnet6 WBS: 
Work Breakdown Structure

•ESnet6 WBS followed standard networking 

project phases, based on: 

• Prior ESnet backbone upgrades

• Industry standards

•WBS was mapped into charge accounts

•WBS 1.04 and 1.05 comprised the majority 

of the project acquisitions,  

implementation/integration work, and 

level of effort.
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• ESnet6 successfully utilized an approved performance management approach which 
was tailored specifically for ESnet6. The approach was like what is being used for 
other HPC projects and has proven effective in managing the projects appropriately.

• This is consistent with DOE O413.3B

• Change 4 directed that “Non-construction activities, which are programmatic 
elements of HPC activities including research and development, leases, and software 
development is tracked with level of effort activities and milestone achievement and 
EVM compliance should be eliminated.”

Performance Management Approach
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• P6 Master Schedule & WBS was structured to support a phased 
implementation.

• Master Schedule included cost milestones which provided alignment to the 
project budget in the LBNL Financial Management System (FMS).

• Monthly updates included:

• Master Schedule status updates in P6 (% complete and expected finish dates)

• Cost milestone achievement and outlook updates in P6 for timing of costs and EAC

• FMS financial execution file updated - actual/expected dollar values and timing of costs 

• Monthly reports provided variance analysis, critical path review, milestone 
progress and outlook, and Milestone Execution Index (MEI) performance rating.

Schedule Management



1515

• Cumulative monthly Level 4 (L4) Milestone Performance rating: Planned vs. Achieved to date

• Every month, each L4 Milestone assigned a weight and “Stoplight” rating

• Weight & Rating are based on milestone health + criticality: 

• Variance from Baseline 

• Distance from Critical Path

• Identifies critical schedule areas and highlights potential issues in the forecast

• Variance Analysis Report created when MEI threshold is met:

• Threshold MEI < 0.85

• Any delay to a L1 or L2 milestone

• Variance analysis report: root cause, schedule impact & mitigation or corrective actions

Milestone Execution Index (MEI) Description 
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Milestone Index Ratings

Milestone Red Stoplight  Yellow Stoplight 

Milestone on or within 30 
days of critical path

Any delay outside of planned 
reporting period

N/A

Milestone 31-60 days from 
critical path

Any delay greater than or equal 
to 60 days

Any delay outside of planned 
reporting period

Milestone 60+ days off 
critical path

N/A Any delay greater than or equal to 
60 days

Milestones achieved/forecasted earlier than the baseline reporting period are tracked with a grey 
Stoplight 

• Every month, each L4 Milestone was assigned a color rating based on the Milestone Index 
Rating chart

• Specific criteria used for rating assignment
• Distance from Critical Path or Total Float
• Variance from the Baseline
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Monthly Milestone Report
• All level 4 milestones were listed in a monthly milestone report with the latest schedule data as well as 

the Milestone Status Stoplight. 
• Each month the project team reviews the milestones, analyzing the yellow and red milestones for the 

cause of delay. 
• The report shows all milestones, completed and forecast, so that the team can see projections for 

upcoming milestones. The milestone row is highlighted light green upon completion.
• For a more focused view, a current report was posted monthly which provides a 6 month window: two 

months past, current period and three months forecast.
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Milestone Index Weights

• Similar to the stoplight colors, every month, 
each L4 Milestone is assigned a weighting 
based on the Milestone Index Rating chart

• The same criteria apply as before (variance 
and distance from critical path)

Milestone Red Stoplight      = 1.00 weight Yellow Stoplight       = 0.5 weight

Milestone on or within 30 
days of critical path

Any delay outside of planned 
reporting period

N/A

Milestone 31-60 days 
from critical path

Any delay greater than or equal to 60 
days

Any delay outside of planned 
reporting period

Milestone 60+ days off 
critical path

N/A Any delay greater than or equal 
to 60 days

Green (on-time) and 
Grey (ahead) milestones 
are both given a 0.25 
weight
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Milestone Execution Index

Cumulative MEI Rating Indicators

1.0 = On Plan
> 1.0 = Ahead of Plan

< 1.0 = Behind Plan 

Cumulative Index = Cumulative Sum of Ratings of Milestones Completed
Cumulative Sum of Ratings of Milestones Planned

• Once each milestone has been assigned a weight,  the cumulative to date sum of all the baseline 
weights are added together, as well as the cumulative to date total of all the completed milestones.

• The MEI is then calculated as:

For example, for February 2021: 
○ the cumulative sum of the BL weights = 41.50 
○ the cumulative sum of the FC wights = 38.25
○ MEI:  38.25 / 41.50 = 0.92
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MEI Status (February 2021) 

MEI Indicates that the ESnet6 Project Schedule was slightly behind but overall performing well

L4 Milestone Performance = 

0.92

• 142 planned (75%), 135 

achieved (71%)

• 7 milestones behind

• Outlook - 90 day average MEI 

rating = 0.98
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Milestone Report (February 28, 2021)

• The milestone report gave a 6 month 
window of level 4 (L4) milestones.

• In February 2021 there were 7 late 
milestones:

○ Accept OLS Phase 5
○ OLS (all 5 segments in service)
○ OLS System implementation & 

commissioning complete
○ Award master agreement for 

Transponders (phase 2)
○ Award router professional services
○ Accept Routers domestic greenfield 
○ Accept Routers domestic brownfield

In March 2021, 6 of the 7 late milestones were achieved
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Tying Cost and Schedule
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• Project costs were managed in the LBNL Financial Management System (FMS).

• The cost and obligation budgets were aligned with the schedule via ‘award’ and 

‘paid’ milestones which were maintained in P6. 

• Labor used level of effort (LoE) and was provided as a percentage of an FTE 

based on appropriate resources to complete the work in each WBS. 

• Estimate at Completion (EAC) costs were updated monthly through our re-

forecasting process. This included status updates and refreshing costs according 

to the re-forecasted dates.

Cost Management
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Cost and Schedule Data Trace
Routers Domestic Greenfield (Cost)

Cost 
Profile

Schedule
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Cost and Schedule Data Trace 
OLS Transponders 2nd Buy (Cost) 

Cost 
Profile

Schedule
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Transition to Operations and Project Closeout



2727

The ESnet High Performance Networking Facility remained fully operational 
during ESnet6 project execution.

• Phased Transition to Operations

•Multiple phased transitions from ESnet5 to ESnet6 minimized risk and service outages 
in a continuously operating facility

• CD-3a and throughout CD-3 scope:
• At baseline: deployment & commissioning milestones were set for the multiple subsystems
• Acceptance testing completed & documented
• PAM issued: official notification that the subject equipment has been placed into operational 

status
• Federal Project Director (FPD) approval of PAM: Subject equipment is considered 

operational; scope is retired from the project and assumed by the program.

Project Acceptance Memos (PAMs)
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Why?

•PAMs follow the methodology behind the life cycle 
replacement approach, typical in industry-standard network 
upgrades (wide area and local area networks).

•PAMs allowed the ESnet6 project to transform a 24x7x365 
continuously operating facility via multiple incremental 
phases.

•Retired project scope via PAMs allowed ESnet to manage 
operational risks and reduce total project + program expenses. 

•Contractual obligations for colocation facilities and equipment 
maintenance are ongoing; PAMs provide a clear vehicle for 
cost transfers to the program with no interruption in services.

Project Acceptance Memos (PAMs)
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Transition To Operations Timeline

• The project began transitioning scope to operations in September 
2019 with the first PAM approval

• All Threshold KPPs were achieved in 2022
• CD-4 ESAAB Approval was achieved on July 29, 2022 at which time all 

scope was transitioned to operations
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Questions?


