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Agenda (95 min 3:25 pm - 5:00 pm)

• (35 min) Panelist Introductions: Each panelist will start with a brief 5-minute 

presentation on their AI research interests and their views on the intersection of 

AI and Research Infrastructure.

• (40 min) Panel Discussion: We will proceed with a moderated discussion 

based on predetermined questions exploring the various facets of AI's role in 

the research infrastructure ecosystem.

• (20 min) Audience Q&A: In the last 20 minutes, we'll open up the floor to the 

audience for their questions and insights.

Note: We encourage lively, respectful conversation and look forward to everyone's 
contributions to this important discussion.
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Panel Moderator: Charles F. Vardeman II

TIMELINE:

• PhD: UND Theoretical Chemistry - Co-Creator of 
OpenMD Molecular Dynamics Simulation Engine

• Computational Scientist, Research Assistant Professor, 
Notre Dame Center for Research Computing.

• NSF Data and Software Preservation for Open Science 
(DASPOS)

• Early prototypes based on Ontology Design Pattern, 
Vocamp methodology using Domain Expert for 
Modeling. Precursor to “Open Knowledge Network 
(OKN)” effort.

• CI-CoE Pilot. Use of “structured data” using schema.org 
markup to enhance dataset discovery. Creation of Earth 
Science Information Partners (ESIP) Science on 
schema.org cluster.

• CI-Compass. FAIR Data and AI Enablement

• PI Trusted AI Frameworks: US Navy/DoD effort to 
establish workforce development and AI Engineering 
research. IU/IUPUI/Notre Dame/Purdue (SCALE).
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A decade ago…

CREDIT: Kristina Davis (CRC, UND)
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A vision for the future from a decade 
ago…

CREDIT: Kristina Davis (CRC, UND)
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Open Knowledge Networks (OKN)

“The OKN represents a best-in-
class opportunity to provide 
FAIR access to open data, to 
enable AI and ML tools and 
ecosystems, and to leverage 
data and information needed to 
address societal challenges 
and innovation opportunities.”

NSF releases Open Knowledge Network Roadmap report | NSF - National Science Foundation

https://new.nsf.gov/tip/updates/nsf-releases-open-knowledge-network-roadmap-report
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Introducing ChatGPT 

(openai.com)

https://openai.com/blog/chatgpt
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Introduction by ChatGPT (Whova)
"Hello everyone, I'm ChatGPT, an AI developed by OpenAI. Though I can't be there in person, I'm excited to 

be part of this important discussion in some capacity. I was trained on a diverse range of internet text, but I 

don't know anything about individual users who interact with me, maintaining privacy and confidentiality.

As an AI, my purpose is to help users like you generate human-like text based on the prompts given to me. 

I've been used in various contexts, ranging from drafting emails, writing Python code, creating written 

content, to even co-authoring a book.

Today, we're here to explore my potential and that of other AI tools in contributing to the future of research 

infrastructure. This is an important topic, as AI continues to revolutionize numerous fields, and scientific 

research is no exception.

AI tools like me could assist researchers in a number of ways, from automating routine tasks, aiding 

decision-making processes, to even predicting trends based on data analysis. We also can play a role in 

managing and maintaining the research infrastructure itself.

Remember, as an AI, I don't have feelings or beliefs. But if I did, I'd be excited about the possibilities we're 

discussing today. I hope you find this conversation stimulating and informative. Let's explore the future of 

AI and research infrastructure together!"
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AI as “Co-Pilots”

Microsoft 365 - Subscription for Office Apps | 

Microsoft 365

Generative AI Tools for Better Productivity | 

Google Workspace

Bringing the power of AI to Windows 11 -

unlocking a new era of productivity for 

customers and developers with Windows 

Copilot and Dev Home - Windows Developer 

Blog

https://www.microsoft.com/en-US/microsoft-365?culture=en-us&country=us
https://workspace.google.com/solutions/ai/
https://blogs.windows.com/windowsdeveloper/2023/05/23/bringing-the-power-of-ai-to-windows-11-unlocking-a-new-era-of-productivity-for-customers-and-developers-with-windows-copilot-and-dev-home/
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Co-Pilots in Research Infrastructure 
Management

Introducing Microsoft Security Copilot: 

Empowering defenders at the speed of AI -

The Official Microsoft Blog

GitHub Copilot X: The AI-powered developer 

experience | The GitHub Blog

https://blogs.microsoft.com/blog/2023/03/28/introducing-microsoft-security-copilot-empowering-defenders-at-the-speed-of-ai/
https://github.blog/2023-03-22-github-copilot-x-the-ai-powered-developer-experience/
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AI for Data Analysis and Data 
Interpretation

Automated model building and protein 

identification in cryo-EM maps | bioRxiv

[2304.14979] MLCopilot: Unleashing the 

Power of Large Language Models in Solving 

Machine Learning Tasks (arxiv.org)

https://www.biorxiv.org/content/10.1101/2023.05.16.541002v1
https://arxiv.org/abs/2304.14979
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Models of the Physical World
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Experimental Assistant’s
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[2306.06283] 14 Examples of How LLMs Can Transform Materials Science and Chemistry: A Reflection on a Large 

Language Model Hackathon (arxiv.org)

https://arxiv.org/abs/2306.06283
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LLM Materials Science Hackathon

“Motivated by recent works that indicated that large language 
models (LLMs) might help address some of these issues, we 
organized a hackathon event on the applications of LLMs in 
chemistry, materials science, and beyond. This article chronicles 
the projects built as part of this hackathon. Participants employed 
LLMs for various applications, including predicting properties of 
molecules and materials, designing novel interfaces for tools, 
extracting knowledge from unstructured data, and developing 
new educational applications.”
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Panelist Talks
CI Compass aims to connect the following NSF facilities
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Katie Dagon (NCAR)

Dr. Katie Dagon is a Project Scientist II at the National Center for Atmospheric 

Research (NCAR) in Boulder, working in the Climate and Global Dynamics Laboratory. 

Her research focuses on modeling the impacts of climate change on land-atmosphere 

interactions, climate variability, and extreme events. She is also involved with a variety 

of projects applying machine learning and artificial intelligence methods to climate 

science and modeling. At NCAR she is helps organize the Earth System Data Science 

initiative. Katie obtained her Ph.D. in Earth and Planetary Sciences from Harvard 

University and her B.S. in Mathematics-Physics from Brown University.
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Dan Stanzione (TACC)

Dr. Dan Stanzione, Associate Vice President for Research at UT Austin since 2018 and 

Executive Director of the Texas Advanced Computing Center (TACC) since 2014, is a 

nationally recognized leader in high performance computing. He serves on the National 

Artificial Intelligence Research Resource Task Force, formed by NSF and the White 

House Office of Science and Technology Policy (OSTP). He is the principal investigator 

(PI) for an NSF grant to deploy Frontera, the fastest supercomputer at any U.S. 

university. Stanzione is also the PI of TACC's Stampede2 and Wrangler systems, 

supercomputers for high performance computing and for data-focused applications, 

respectively. For six years he was co-PI of CyVerse, a large-scale NSF life sciences 

cyberinfrastructure. Stanzione was also a co-PI for TACC's Ranger and Lonestar 

supercomputers, large-scale NSF systems previously deployed at UT Austin. Stanzione 

received his bachelor's degree in electrical engineering and his master's degree and 

doctorate in computer engineering from Clemson University.
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Philip Harris (MIT)

Philip Harris joined the MIT faculty in 2017. Born in Sao Paulo, he received his B.S in 
Physics from Caltech in 2005, and his Ph.D from MIT in 2011 on research performed at 
CERN with the Large Hadron Collider(LHC). From 2011-2013, Philip was a CERN 
fellow working on the Higgs discovery. From 2014-2017, he was a CERN staff scientist 
working on dark matter searches at the CMS experiment. Philip is one of the founders 
of the Fast Machine Learning Organization. Also, he is currently the experimental 
coordinator of The Institute for AI and Fundamental Interactions (IAIFI), and he is the 
deputy director for the Accelerated Artificial Intelligence Algorithms for Data-Driven 
Discovery (A3D3) Institute. In addition, Philip is responsible for the deployment of real-
time AI algorithms in the upgraded readout system of the CMS detector on the LHC. He 
is also working on new strategies to integrate LHC computing with High Performance 
Computing centers through the use of AI algorithms integrated with optimized 
heterogeneous computing.
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Pete Beckman (ANL)

Co-Director, Northwestern Argonne Institute of Science and Engineering and Argonne 
Distinguished Fellow, Northwestern University / Argonne National Laboratory. Pete 
Beckman is a recognized global expert in high-end computing systems and Argonne 
Distinguished Fellow. He co-directs the Northwestern University / Argonne Institute for 
Science and Engineering, and coordinates the collaborative technical research 
activities in extreme-scale computing between the U.S. Department of Energy and 
Japan’s ministry of education, science, and technology. Beckman's expertise 
encompasses software and architectures for large-scale parallel and distributed 
computing systems. Beckman leads the Argo project focused on low-level resource 
management for the operating system and runtime, he is the founder and leader of 
Argonne’s Waggle project for artificial intelligence (AI) and edge computing, and he also 
leads the Sage project funded by the National Science Foundation to build a nationwide 
infrastructure for AI at the edge.
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Panel Discussion
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Question 1: AI Scientists?

• Given the rise of AI tools, and LLM tools like ChatGPT and their potential 

to act as co-pilots in scientific research, how do you see these AI tools 

being integrated into the research infrastructure ecosystem to enable 

more efficient scientific discovery? 

• What key challenges do we need to anticipate and address? 

• What “properties” do AI models and assistants need to do science 

research?
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Question 2: AI Models, 
Assistants, and Infrastructure
AI has the potential to revolutionize the analysis of scientific data and 
modeling of complex phenomena, as evidenced by recent papers. However, 
the successful integration of AI into research infrastructure requires a robust 
data governance framework for both data and models. 

• What does this look like to you, and how can we achieve it while 
respecting FAIR data principles? 

• How might AI help with these issues? 

• How do we plan for this integration and how do we measure success? 

• How do we manage the exponential acceleration resulting in the AI 
“firehose”?
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Audience Questions?
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Bonus Round: A vision for the 
future?

• Looking ahead, how do you envision AI tools transforming the role of 

researchers and the overall landscape of scientific research in the next 

10 years? 

• What are the implications of these transformations on the design of our 

research infrastructure, skills needed, and ethical considerations we 

should bear in mind?

• Are there risks related to AI that you worry about?


