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Open access to world-class 
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NOAO in the history books:
Dark Matter and Dark Energy
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Rubin et al. 1978 ApJ, 225, L107

Perlmutter et al. 1999,
ApJ, 517, 565

V. Rubin

(also Riess et al. 1998, AJ, 116, 1009)

Nobel Foundation / U. Montan
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“Classical” astronomy 
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Margaret Bourke-White—The Life Picture
Collection/Getty Images

Hubble 1929, 
PNAS, 15, 168

• PI-driven

• Targeted observations

• Accessible to relatively few
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Survey-scale astronomy:
a data-intensive revolution
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DES/Fermilab/CTIO/AURA/NSF

SDSS

• Astronomy + Physics collaboration

• Purpose-built survey facilities

• Systematic surveys of large areas

• Large collaborative teams

• Large homogeneous data sets

• Diverse archival research 
opportunities

Sloan Digital Sky Survey

Dark Energy Survey
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The archival phase transition
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Animation: K. Olsen & S. McManus
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(half-)Gigapixel imaging,
petascale data archives
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NOAO’s Community Science and 
Data Center (CSDC)

The “third mountaintop”: enabling community science in the 
era of data-intensive astronomy

▪ Enable science now with the data sets of today

▪ Prepare the community for science with the data sets of 
tomorrow

▪ Leverage existing frameworks and technologies

▪ Realize the potential for data-intensive
astronomy to drive an “inclusion
revolution” (see D. Norman, ASP
AstroBeat 162, July 2018)

8
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NOAO Data Lab: open-access science 
with big survey data sets
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Visit https://datalab.noao.edu

https://datalab.noao.edu/
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NOAO Data Lab: open-access science 
with big survey data sets
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Discover data
Query catalogs

Make Image cutouts

Crossmatch catalogs

Analyze, visualize, 
and discover in 
Jupyter

Visit https://datalab.noao.edu

https://datalab.noao.edu/
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The future: Large Synoptic Survey 
Telescope (LSST)
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G. Lombardi

• 10 year mission 2023-2032

• Entire sky every 3-4 days

• ~20 TB of new data per night

• ~10 million ”alerts” per night

• Trillions of observations of tens of 
billions of objects

• 100s of petabytes of images
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ANTARES: an ”event broker” for the 
LSST era (and today)

Data-intensive science challenge:

• Flexible public “event brokers” needed to enable science 
with LSST alert stream
(Elmegreen et al. 2015, Najita & Willman et al. 2016)

NOAO/CSDC solution:

• ANTARES: the Arizona-NOAO Temporal Analysis and 
Response to Events System

• Collaboration between NOAO and U. of Arizona Department 
of Computer Science

• A “software instrument” for time-domain astronomy

12
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ANTARES schematic
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Astronomical object
catalog database

Spatial alert history
database

Known & predicted features 
of transients & variables

Scalable alert 
processing 
and filtering 

engine

LSST and other 
surveys: ~107 alerts per 

night

Filtered and 
value-added 
alert stream 
(“the rarest 
of the rare”)
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ANTARES: open for business
as of December 2018
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• Currently processing alerts from the 
Zwicky Transient Facility

• Visit https://antares.noao.edu

https://antares.noao.edu/
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ANTARES: open for business
as of December 2018
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Visit https://antares.noao.edu

• Ingests real-time streams from
alert-producing sky surveys

• Processes alerts through
customizable filters to select
the rarest or most interesting
events for individual astronomers

• Adds value to alert packets
(spatial history, catalog
association, characterization)

• Forwards filtered streams to
astronomers through chosen
interface (web portal, Slack
channel, or direct API
connection)

• Retains alert database for
offline query & data mining

https://antares.noao.edu/
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Top five challenges / opportunities

• Evolving the core competencies of a National 
Observatory in the era of data-intensive astronomy

• Building (and scaling) effective mixed teams of 
scientists and engineers

• Managing agile, user-driven software projects in a 
waterfall-oriented culture

• Achieving collaboration and synergistic 
development across silos

• Leveraging commercial and open-source solutions

16
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Backup Slides
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NOAO Data Lab: open-access science 
with big survey data sets
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• Data-set discovery capabilities
• Queries of large public survey databases
• Extraction of image cutouts from NOAO Science Data Archive
• Survey file archive service (NOAO Surveys + SDSS)
• Crossmatch service
• User storage and “MyDB”
• Web interface, command line, and Jupyter notebook support

Statistics:
• ~700 registered users
• ~400 visits per month
• Catalogs from 16 distinct surveys, multiple data releases
• Database with ~150 billion rows of catalog data, ~50 TB
• ~20 billion rows fetched in January 2019
• ~200 million files via file service

Visit https://datalab.noao.edu

https://datalab.noao.edu/
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ANTARES back-end dashboard
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Visit https://antares.noao.edu

https://antares.noao.edu/

